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Introducing NEUCHIPS

Formed in 2019 in Hsinchu, Taiwan by an experienced team from Mediatek, Novatek, Realtek, GUC & 
TSMC

First product is 7nm inference accelerator tuned for DLRM, on track to perform 20M inferences per 
second per 20 watt with very high accuracy 

Partnered with Taiwan leading server OEMs to deliver samples of DM.2 card and PCIe card in Q4'22

Strategic partners include GUC, Wistron, Gigabyte

Investors include

2019
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Recommendation Inference 
Challenges in Datacenter
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Cloud Recommendation Inferences

↑100TB Data

Advertising
Information

Product 
Information

Browsing 
History

Purchasing 
History

Customer 
Information

…

> 6 Billions products

2.9 Billions users (Jul 2022)

100x Millions users

> 4 Billions clicks/day
Recommended items

Recommendation 
System

+
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Cloud Recommendation Inferences Challenges

↑100TB Data

Advertising
Information

Product 
Information

Browsing 
History

Purchasing 
History

Customer 
Information

…

30ms

> 6 Billions products

2.9 Billions users (Jul 2022)

100x Millions users

> 4 Billions clicks/day
Recommended items

Energy bound: 
Energy cost increases 
dramatically 

1

32

Memory bound: Huge data and computing 
requirement

Latency bound: Compute latency 
requirement for a batch< 30ms

Recommendation 
System

Millions Calculations, 
100xGB Tables @2020

Predicts in 3-year

400 Trillion/day, and  CAGR ~50%

x10

4 Limited Model Size, Lower 
accuracy 

+
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Meta's Grand Challenge to the Industry

7

https://ai.facebook.com/blog/dlrm-an-advanced-open-source-deep-learning-recommendation-model/

Input

TOP MLP

Bottom MLP

Feature Interaction

EMB lookup EMB lookup

Dense 
Features

Sparse 
Features

Sparse 
Features Memory capacity dominated

Memory bandwidth dominated

Communication dominated

Compute dominated

NEUCHIPS INC. | ALL RIGHTS RESERVED.

https://ai.facebook.com/blog/dlrm-an-advanced-open-source-deep-learning-recommendation-model/


Meta Accelerator System for Inferencing

Source: OCPNEUCHIPS INC. | ALL RIGHTS RESERVED. 8



DLRM Accelerator Design
Challenges & Solutions
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RecAccel™ - more than GPUs and systolic arrays

 Purpose-built IPs driven by deep understanding of DLRM dataflow

Memory Capacity solution:

Memory Bandwidth solution:

Communication  solution:

Compute solution:

10 Compute Engines, 192 TOPS, Low power circuits

1.6 Tb/s inter-engine communication

3.2 Tb/s table lookup

32GB LPDDR5 per card, up to 128GB LPDDR5 per module
160MB SRAM per chip, FFP8 and calibrated Int8

LPDDR5 LPDDR5

LPDDR5 LPDDR5

FX Engine

Peripherals

Embedding Engine

LPDDR Ctrl/PHY

FX EngineDM
A

SRAM

DME DMEDMEDMEDME

DME DMEDMEDMEDME

LPDDR Ctrl/PHY

PCIe gen5

Processors
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RecAccelTM End to End Innovations - Hardware

Embedding Engine FX Engine

DME (Dynamic MLP Engine)

2Tb/s
Patented traffic-balanced memory allocation
• Patented smart EMB tiering
• Direct access multi-DDR for enhancing random lookup
• Up to 2TB/s to FX Engine (Feature-cross engine)

Recommender systems
• DLRM
• Wide n Deep
• Deep Cross Net
• NCF

Patented Technology
1. Fast MAC
2. Sparse matrix optimization
3. Power-saving compute sharing
4. Power/performance efficient 

approximate computing

Silicon Engineering
• Near-threshold voltage(NTV) computing 
• PPA-optimized mega-cell 

Features
1. Power-saving data broadcasting
2. Data movement reduction
3. Dynamic compute deployment

Secure

• Protection
• Detection
• Recovery

Others

• PCIe Gen5
• LPDDR5 
• 160M SRAM
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Frameworks

Exchange Formats

Softw
are Developm

ent Kit (SDK)

RecAccel™ ToolRecAccel™ Compiler

RecAccel™ Runtime

Hardware Solutions

Programmable 
streaming engine

Configurable 
resource allocator

Proprietary 
recommender operators Calibrator

Single-model on 
Multi-card/Multi-server

Multi-model on 
Single-card

APIs Drivers

FFP Quantizer

Bit-true Simulator

Performance Estimator

Debugger

RecAccelTM End to End Innovations - Software
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RecAccel™ N3000
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Patented FFP8 (US Patent: 17/238,226)
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Usage Format #bit S Exponent(8bit) Mantissa(23bit)
Training FP32 32

Inferencing

TF32 19
FP16 16
BF16 16
NVIDIA
FP8 8

NEUCHIPS
FFP8 8

Flexible 8-bit Floating-Point Format (FFP8) delivers highest inference accuracy

Unsigned 8 bit:  More accurate formats 
for storing activations after ReLU

The exponent and mantissa widths are 
configurable

S: Sign bit



DSP: ARC EV72 Processor

 The EV Processors are designed to integrate seamlessly into the 
system and can be used with processors and operate in parallel 
with the hosts.
• Two vector processing units ( ~ VPX5 x2)
• Integrates 32-bit scalar core and 512-bit vector processor
• IEEE 754-compliant vector floating point unit (FPU)
‣ Single or half precision
‣ Advanced math functions such as 

• div, 
• sqrt(x)
• 1/sqrt(x)
• 2x

• sin(x) 
• cos(x)
• ex

CPU0
System 

Management

CPU1
AI processing

DSP
FPU 

Crypto Engine
Root of Trust
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OCP Design
Challenges & Solutions
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Processor Requirements for RecAccel™-N3000

FX Engine

Peripherals

Embedding Engine

LPDDR Ctrl/PHY

FX EngineDM
A

SRAM

DME DMEDMEDMEDME

DME DMEDMEDMEDME

LPDDR Ctrl/PHY

PCIe gen5

Processors

Efficient
• Processors should be able to provide efficient configuration

for PPA saving

Flexible
• The processor/DSP should be able to support general 

mathematic operations for various AI recommendation 
models

Secure
• Support OCP security requirements for datacenter
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RecAccel™ N3000 - Processors

FX Engine

Peripherals

Embedding Engine

LPDDR Ctrl/PHY

FX EngineDM
A

SRAM

DME DMEDMEDMEDME

DME DMEDMEDMEDME

LPDDR Ctrl/PHY

PCIe gen5

Processors

CPU0
System 

Management

CPU1
AI processing

DSP
Floating 

Point Unit 

Crypto 
Engine

Root of Trust
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CPU0: System Management

• System boot-up control 
• Error & Interrupt handling

Mission

• Access all blocks in the system for event handling 
• Cooperate with Cryptal engine for secure-boot & authentications

Requirement

• Quad-core processor
• Data cache & Instruction cache is suitable for Linux OS
• Memory management unit (MMU) with 40-bit physical address

Configuration

CPU0
System 

Management

CPU1
AI processing

DSP
FPU 

Crypto Engine
Root of Trust
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CPU1: AI processing

• AI engine handling
• Data I/O handling

Mission

• Performance driven, able to handle inference data movement to maximum system performance

Requirement

• Dual-core processor
• Small Data cache and instruction cache per core
• High data closely coupled memories (DCCM)
• High instruction closely coupled memories (ICCM)
• High Cluster shared memory (CSM)

Configuration

CPU0
System 

Management

CPU1
AI processing

DSP
FPU 

Crypto Engine
Root of Trust
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Implementation Challenges

 Design size is huge 
• NO suitable prototyping solution

 Simulation time is long 
• For Linux booting, RTL simulation takes a week

 Performance tuning & optimization
• Dynamic workload balancing 
• Correctness vs. accuracy balancing 
• Data movement (activation/weight re-use) 

optimization 

Architecture design

Frontend design

Verification

Backend implementation

Post simulation

Tapeout
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System Verification at Zebu Server

 Use Zebu emulator for whole system & application verification. By 
removing the PCIe PHY, and connect it with PCIe transactor, the 
Virtual Box on host server will be able to link with the PCIe for 
access the DUT (N3000).

ZeBu Cloud Server

VBOX
(Linux)

FX Engine

Peripherals

Embedding Engine

LPDDR Ctrl

FX EngineDM
A

SRAM

DME DMEDMEDMEDME

DME DMEDMEDMEDME

LPDDR Ctrl

PCIe gen5

Processors

N3000 w/o PHY
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RecAccel™ Results
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FP32, 100%
BF16, 99.998%

INT8, 99.87%

INT8" (Calibrator),  
99.97%

FFP8, 99.996%

Qualification

99.86%

99.88%

99.90%

99.92%

99.94%

99.96%

99.98%

100.00%
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BF16
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INT8" (Calibrator)

FFP8

High Accuracy Coefficient Quantization and  Calibration
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RecAccel™
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RecAccelTM - FPGA

Performance (Queries/sec) Utilization

 NEUCHIPS is a founding member of MLCommons

 RecAccel™-FPGA is the world’s 1st DLRM domain-specific accelerator at MLPerf benchmarking 
(datacenter inference) since 2020/Q3 (MLPerf 0.7)

24

FPGA Proof-of Concept: RecAccel™- MLPerf
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RecAccel™-FPGA vs. RecAccel™-ASIC
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0

5,000,000

10,000,000

15,000,000

20,000,000

25,000,000

RecAccel FPGA
(MLPerf 2.0)

RecAccel N3000

Performance (Inf./sec)

74,074 Query/sec

20,000K inf/s

362K inf/s
1,341 Query/sec

Performance 55x
PCIe 4x

DME 20x
Cache 40x

Clock Freq.  3x
DDR #Channel 4x
DDR Speed 2.4x

DME: Dynamic MLP Engine
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NEUCHIPS Product Plan – RecAccel™ ASIC, Module and System

26Source: OCP

RecAccelTM N3000
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Up to 6x dual M.2 2x Twin Lakes with 
2x carrier cards

Dual M.2 module
(25W)



Appendix
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https://spectrum.ieee.org/ai-benchmarks-mlperf-performance 
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https://www.eetimes.com/neuchips-tapes-out-recommendation-accelerator-for-world-beating-accuracy/
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